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ABSTRACT. This paper is focused on the following nonlinear neutral differential equation with positive and negative coefficients

\[ x(t) - R(t)f(x(t - r))' + P(t)g(x(t - \tau)) - Q(t)g(x(t - \sigma)) = 0, \]

where \( R(t), P(t), Q(t) \in C([t_0, \infty), \mathbb{R}^+) \), \( r > 0, \tau \geq 0, \sigma \geq 0 \). For this equation, oscillation criteria are established.
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1. INTRODUCTION

In this paper, we investigated the oscillatory behavior of all solutions of the following neutral differential equation with positive and negative coefficients

\[ [x(t) - R(t)f(x(t - r))]' + P(t)g(x(t - \tau)) - Q(t)g(x(t - \sigma)) = 0, \quad t \geq t_0 \]

where \( P, Q, R \in C([t_0, \infty), \mathbb{R}^+) \), \( r > 0, \tau \geq 0, \sigma \geq 0 \).

We will also assume that \( f, g \) are real continuous functions defined on \( \mathbb{R} \) such that \( xf(x) > 0, xg(x) > 0 \) for \( x \neq 0 \) and

\[ M_1 \leq \frac{f(x)}{x} \leq M_2, \quad N_1 \leq \frac{g(x)}{x} \leq N_2 \]

for \( x \in \mathbb{R} \), where \( M_1, M_2, N_1 \) and \( N_2 \) are some fixed positive integers.

When \( f \) and \( g \) are the identity functions, equation (1) reduces to linear equation

\[ [x(t) - R(t)x(t - r)]' + P(t)x(t - \tau) - Q(t)x(t - \sigma) = 0, \]

which oscillatory and nonoscillatory behaviors of solutions of equation (2) has been studied by many authors [1, 3–17]. As far as we know, nothing has been done for the oscillatory behavior of equation (1). However, in [2] Cheng et al. obtained some results deal with existence and nonexistence of positive solutions of equation (1).
In this paper, our aim is to give some new sufficient conditions for the oscillation of equation (1). Our results improve the known results in the literature.

Let \( m = \max\{r, \tau\} \), by a solution of equation (1), we mean a function \( x(t) \in C([t_1 - m, \infty), \mathbb{R}) \) which is defined for some \( t \geq t_1 \), such that \( x(t) - R(t)f(x(t - r)) \) is continuously differentiable on \([t_1, \infty)\) and satisfies equation (1) for \( t \geq t_1 \). We recall that a nontrivial solution of equation (1) is said to be oscillatory if it has arbitrarily large zeros. Otherwise, the solution is called nonoscillatory.

Throughout this paper, we let

\[
\alpha = \begin{cases} 
  r, & \text{when } Q(t) \equiv 0 \\
  \max\{r, \tau\}, & \text{otherwise}
\end{cases}
\]

\[
\beta = \begin{cases} 
  r, & \text{when } Q(t) \equiv 0 \\
  \min\{r, \sigma\}, & \text{otherwise}
\end{cases}
\]

and the following condition holds:

\[
H(t) = P(t) - Q(t - \tau + \sigma) \geq 0, \text{ and not identically zero.}
\]

2. OSCILLATION OF EQUATION (1)

In this section, firstly we shall give some basic lemmas which we will use in proofs of Theorems.

**LEMMA 1.** Assume that

\[
M_2 R(t) + N_2 \int_{t - \tau + \sigma}^{t} Q(s) ds \leq 1
\]

for large \( t \). Let \( x(t) \) be an eventually positive solution of the differential inequality

\[
[x(t) - R(t)f(x(t - r))]' + P(t)g(x(t - \tau)) - Q(t)g(x(t - \sigma)) \leq 0.
\]

and the \( z(t) \) defined by

\[
z(t) = x(t) - R(t)f(x(t - r)) - \int_{t - \tau + \sigma}^{t} Q(s)g(x(s - \sigma)) ds.
\]

Then we have eventually

\[
z'(t) \leq 0 \quad \text{and} \quad z(t) > 0.
\]

**PROOF.** Let \( t_1 \geq t_0 \) such that \( x(t) > 0 \) for \( t \geq t_1 \). Then, from (4) and (5), we have

\[
z'(t) \leq -(P(t) - Q(t - \tau + \sigma))g(x(t - \tau)) = -H(t)g(x(t - \tau)) \leq 0, \quad t \geq t_1.
\]
So, \( z(t) \) is nonincreasing for \( t \geq t_1 \). If \( z(t) > 0 \) does not hold, then eventually \( z(t) < 0 \), which implies that there exists a constant \( \mu > 0 \) and \( t_2 \geq t_1 \) such that \( z(t) \leq -\mu \) for \( t \geq t_2 \). By (5) we have

\[
x(t) \leq -\mu + R(t)f(x(t-r)) + \int_{t-\tau+\sigma}^{t} Q(s)g(x(s-\sigma))\,ds, \quad t \geq t_2.
\]

We consider the two possible cases.

CASE 1. \( x(t) \) is unbounded, that is \( \limsup_{t \to \infty} x(t) = \infty \). Thus, there exists a sequence of points \( \{s_i\}_{i=1}^{\infty} \) such that \( s_i \geq t_2 + \alpha i, \quad i = 1, 2, 3, \ldots, \) and \( s_i \to \infty, \) \( x(s_i) \to \infty \) as \( i \to \infty \) and

\[
x(s_i) = \max\{x(t) : t_2 \leq t \leq s_i\}, \quad i = 1, 2, 3, \ldots
\]

From (3), (7) and above equality, we get

\[
x(s_i) \leq -\mu + R(s_i)f(x(s_i - r)) + \int_{s_i - \tau + \sigma}^{s_i} Q(s)g(x(s - \sigma))\,ds
\]

\[
\leq -\mu + \left( M_2 R(s_i) + N_2 \int_{s_i - \tau + \sigma}^{s_i} Q(s)\,ds \right) x(s_i)
\]

\[
\leq -\mu + x(s_i),
\]

which is a contradiction.

CASE 2. \( x(t) \) is bounded, that is \( \limsup_{t \to \infty} x(t) = L \in [0, \infty) \). Let \( \{\bar{s}_i\}_{i=1}^{\infty} \) be a sequence of points such that \( \bar{s}_i \to \infty \) and \( x(\bar{s}_i) \to L \) as \( i \to \infty \). Let \( \xi_i \) be such that

\[
x(\xi_i) = \max\{x(s) : \bar{s}_i - \alpha \leq s \leq \bar{s}_i - \beta, \bar{s}_i - \alpha \leq \xi_i \leq \bar{s}_i - \beta, \quad i = 1, 2, \ldots
\]

Then \( \xi_i \to \infty \) as \( i \to \infty \) and \( \limsup_{i \to \infty} x(\xi_i) \leq L \). Thus, by (3) and (7), we have

\[
x(\bar{s}_i) \leq -\mu + R(\bar{s}_i)f(x(\bar{s}_i - r)) + \int_{\bar{s}_i - \tau + \sigma}^{\bar{s}_i} Q(s)g(x(s - \sigma))\,ds
\]

\[
\leq -\mu + x(\xi_i).
\]

Taking the superior limit as \( i \to \infty \) on both sides, we obtain

\[
L \leq -\mu + \limsup_{i \to \infty} x(\xi_i) \leq -\mu + L,
\]

which is also a contradiction. Thus, the proof is complete.

**LEMMA 2.** Assume that

\[
M_1 R(t) + N_1 \int_{t-\tau+\sigma}^{t} Q(s)\,ds \geq 1
\]
for large $t$. Let $x(t)$ be an eventually positive solution of (4) and $z(t)$ be defined by (5). If the following second order differential inequality

$$y''(t) + \frac{N_1}{\alpha} H(t)y(t) \leq 0$$

does not have eventually positive solution, then eventually

$$z'(t) \leq 0 \text{ and } z(t) < 0.$$

**Proof.** We give only the proof in the case $Q(t) \equiv 0$ does not hold. For the case $Q(t) \equiv 0$, the proof is quite similar and is omitted. Then $\alpha = \max\{r, \tau\}$. By (4) and (5), (6) holds for large $t$, then $z'(t) \leq 0$ for large $t$.

Suppose to the contrary that $z(t)$ is eventually positive, then there is a constant $T > \alpha$ such that $x(t) > 0, z(t) > 0$ and $z'(t) \leq 0$ for any $t \geq T - \alpha$.

Set $K = \min\{x(t) : T - \alpha \leq t \leq T\} > 0$. From (5) and (8), we have

$$x(T) = z(T) + R(T)f(x(T-r)) + \int_{T-\tau+\sigma}^{T} Q(s)g(x(s-\sigma)) \, ds \geq K \left( M_1 R(T) + N_1 \int_{T-\tau+\sigma}^{T} Q(s) \, ds \right) \geq K.$$

In general, we can obtain

$$x(t) \geq K \left( M_1 R(T) + N_1 \int_{T-\tau+\sigma}^{T} Q(s) \, ds \right) \geq K, \quad T \leq t \leq T + \alpha.$$

By the induction we have for $T + n\alpha \leq t \leq T + (n + 1)\alpha$

$$x(t) \geq K, \quad T + n\alpha \leq t \leq T + (n + 1)\alpha$$

where $n = \lfloor (t - T)/\alpha \rfloor$ and $\lfloor \cdot \rfloor$ denotes the greatest integer function. Hence

$$x(t) \geq K \text{ for any } t \geq T - \alpha. \quad (10)$$

Let $\lim_{t \to \infty} z(t) = a$. Then there exist two possible cases.

**CASE 1.** $a = 0$. Let $T_1 > T$ such that $z(t) < K/2$ for $t \geq T_1$. Then, from (10), we have

$$x(t) \geq \frac{1}{\alpha} \int_{T_1}^{t+\alpha} z(s) \, ds, \quad T_1 \leq t \leq T_1 + \alpha.$$

**CASE 2.** $a > 0$. Since $z'(t) \leq 0$ for $t \geq T$, we have $z(t) \geq a$ for $t \geq T$. From (5), (8) and (10) we have

$$x(t) \geq a + R(T)f(x(t-r)) + \int_{t-\tau+\sigma}^{t} Q(s)g(x(s-\sigma)) \, ds \geq a + K, \quad t \geq T_1.$$
In general, we have
\[ x(t) \geq na + K, \quad t \geq T_1 + n\alpha \]
and so \( \lim_{t \to \infty} x(t) = \infty \), which implies that there is a \( T_2 > T_1 \) such that
\[ x(t) \geq \frac{1}{\alpha} \int_{T_2}^{t + \alpha} z(s)ds, \quad T_2 \leq t \leq T_2 + \alpha. \]

Combining the cases 1 and 2, we see that there exists a \( T^* > T_2 \) such that
\[ x(t) \geq \frac{1}{\alpha} \int_{T^*}^{t + \alpha} z(s)ds, \quad T^* \leq t \leq T^* + \alpha. \]

For \( T^* + \alpha \leq t \leq T^* + \alpha + \beta \), by (5), (8) and (11) we have
\[
x(t) = z(t) + R(t)f(x(t - r)) + \int_{t - \tau + \sigma}^{t} Q(s)g(x(s - \sigma))ds \\
\geq z(t) + \left( M_1 R(t) + N_1 \int_{t - \tau + \sigma}^{t} Q(s)ds \right) \frac{1}{\alpha} \int_{T^*}^{t} z(s)ds \\
\geq \frac{1}{\alpha} \int_{T^*}^{t} z(s)ds + \frac{1}{\alpha} \int_{t - \tau + \sigma}^{t} Q(s)ds \\
= \frac{1}{\alpha} \int_{T^*}^{t} z(s)ds.
\]

By induction, for \( T^* + \alpha + (n - 1)\beta \leq t \leq T^* + \alpha + n\beta \), we can show that
\[
x(t) \geq \frac{1}{\alpha} \int_{T^*}^{t + \alpha} z(s)ds,
\]
hence
\[ x(t) \geq \frac{1}{\alpha} \int_{T^*}^{t + \alpha} z(s)ds, \quad t \geq T^*.
\]

Let \( y(t) = \int_{T^*}^{t} z(s)ds \), then \( y(t) > 0 \) for large \( t \), and \( y'(t) = z(t) \), \( y''(t) = z'(t) \) for \( t \geq T^* \). Thus, by (6), (12), we have
\[
z'(t) \leq -H(t)g(x(t - \tau)) \leq \frac{-H(t)N_1}{\alpha} \int_{T^*}^{t - \beta + \alpha} z(s)ds \leq \frac{-H(t)N_1}{\alpha} \int_{T^*}^{t} z(s)ds,
\]
and so
\[
y''(t) + \frac{N_1}{\alpha} H(t)y(t) \leq 0, \quad t \geq T^* + \alpha.
\]
It is clear that, \( y(t) \) is an eventually positive solution of (9). Thus, this is a contradiction. Therefore the proof is complete.

Now, we have the following result, which can be found in [1].

**Lemma 3.** Let \( p(t) \in C ([t_0, \infty), \mathbb{R}^+) \). If

\[
\liminf_{t \to -\infty} t \int_{t}^{\infty} p(s)ds > \frac{1}{4},
\]

then every solution of second order differential equation

\[
y''(t) + p(t)y(t) = 0, \quad t \geq t_0,
\]

oscillates.

**Theorem 1.** Assume that (3) and

\[
N_1 \liminf_{t \to -\infty} t \int_{t}^{\infty} H(s)ds > \frac{\alpha}{4}
\]

hold. Suppose further that \( M_1 N_1 N_2^{-1} \geq 1 \) and

\[
R(t - \tau)H(t) \geq H(t - r)
\]

for large \( t \). Then every solution of (1) oscillates.

**Proof.** Suppose on the contrary that \( x(t) \) is an an eventually positive solution of (1). By Lemma 1, we have \( z(t) > 0 \). In view of (6), we see that

\[
-H(t)N_2x(t - \tau) \leq z'(t) = -H(t)g(x(t - \tau)) \leq -N_1 H(t)x(t - \tau)
\]

for large \( t \). By means of (16), we obtain

\[
z'(t) \leq -N_1 H(t)x(t - \tau)
\]

\[
= -N_1 H(t) \left( z(t - \tau) + \int_{t-\tau+\sigma}^{t} R(t - \tau)f(x(t - \tau - r)) ds Q(s - \tau)N_2 x(s - \tau - \sigma)ds \right)
\]

\[
\leq -N_1 H(t)z(t - \tau) - N_1 M_1 H(t)R(t - \tau)x(t - \tau - r)
\]

\[
\leq -N_1 H(t)z(t - \tau) - N_1 M_1 H(t - r)x(t - \tau - r)
\]

\[
\leq -N_1 H(t)z(t - \tau) + N_1 M_1 N_2^{-1} z'(t - r)
\]

\[
\leq -N_1 H(t)z(t - \tau) + z'(t - r).
\]

That is, \( z(t) \) is an eventually positive solution of the inequality

\[
[u(t) - u(t - r)]' + N_1 H(t)u(t - \tau) \leq 0,
\]

which is a contradiction by Lemmas 1 and 2. The proof is complete.

Theorem 1 extends results in [2, 7].
\textbf{THEOREM} 2. Assume that (8) and (15) hold, and that \{\(Q(t)/H(t - \tau + \sigma)\}\} is nondecreasing. Suppose further that there are nonnegative constants \(\lambda_1, \lambda_2\) such that
\begin{align*}
(17) \quad & R(t - \tau)H(t) \leq \lambda_1 H(t - r), \\
(18) \quad & H(t)Q(t - \tau) \leq \lambda_2 H(t - \sigma),
\end{align*}
and
\begin{equation}
(19) \quad \lambda_1 M_2 N_1^{-1} N_2 + \lambda_2 N_2^2 N_1^{-1} (\tau - \sigma) = 1.
\end{equation}
Then every solution of (1) oscillates.

\textbf{PROOF.} If the above conclusion does not hold, equation (1) has an eventually positive solution \(x(t)\). Let \(z(t)\) be defined by (5). From Lemma 2, we have \(z(t) < 0\). By (17) and (18) and by using the nondecreasing of \(\{Q(t)/H(t + \tau - \sigma)\}\), we get the following
\begin{align*}
z'(t) & = -H(t)g(x(t - \tau)) \geq -H(t)N_2 x(t - \tau) \\
& = -H(t)N_2 \left( z(t - \tau) + R(t - \tau) f(x(t - \tau - r)) + \int_{t - \tau + \sigma}^{t} Q(s - \tau) N_2 x(s - \tau - \sigma) ds \right) \\
& \geq -H(t)N_2 z(t - \tau) - \lambda_1 H(t - r) N_2 f(x(t - \tau - r)) \\
& \quad -H(t)N_2 \int_{t - \tau + \sigma}^{t} \frac{N_1 Q(s - \tau) H(s - \sigma)}{N_1 H(s - \sigma)} x(s - \tau - \sigma) ds \\
& \geq -H(t)N_2 z(t - \tau) + \lambda_1 M_2 N_1^{-1} N_2 z'(t - r) \\
& \quad -H(t)N_2 \int_{t - \tau + \sigma}^{t} [z'(s - \sigma)] ds \\
& \geq -H(t)N_2 z(t - \tau) + \lambda_1 M_2 N_1^{-1} N_2 z'(t - r) + \lambda_2 N_2^2 N_1^{-1} \int_{t - \tau + \sigma}^{t} z'(s - \sigma) ds \\
& = -H(t)N_2 z(t - \tau) + \lambda_1 M_2 N_1^{-1} N_2 z'(t - r) + \lambda_2 N_2^2 N_1^{-1} (z(t - \sigma) - z(t - \tau)) \\
& = - (H(t)N_2 + \lambda_2 N_2^2 N_1^{-1}) z(t - \tau) + \lambda_1 M_2 N_1^{-1} N_2 z'(t - r) + \lambda_2 N_2^2 N_1^{-1} z(t - \sigma).
\end{align*}
That is
\begin{equation*}
[z(t) - \lambda_1 M_2 N_1^{-1} N_2 z(t - r)]' + (H(t)N_2 + \lambda_2 N_2^2 N_1^{-1}) z(t - \tau) - \lambda_2 N_2^2 N_1^{-1} z(t - \sigma) \geq 0,
\end{equation*}
which implies \(-z(t)\) is an eventually positive solution of the inequality
\begin{equation*}
[u(t) - \lambda_1 M_2 N_1^{-1} N_2 u(t - r)]' + (H(t)N_2 + \lambda_2 N_2^2 N_1^{-1}) u(t - \tau) - \lambda_2 N_2^2 N_1^{-1} u(t - \sigma) \leq 0,
\end{equation*}
which will yield a contradiction by Lemmas 1 and 2. The proof is complete.

Theorem 2 extends results in \([2, 7, 8, 12, 13]\).
EXAMPLE. Consider the equation
\[(20) \quad \left[ x(t) - \frac{1}{10} f (x(t - 1)) \right]' + \left( e^{10t} + \frac{1}{2} \right) g (x(t - 2)) - \frac{1}{2} g (x(t - 1)) = 0, \]
where
\[
2 \leq \frac{f (x)}{x} \leq 5, \quad \frac{1}{2} \leq \frac{g (x)}{x} \leq 1.
\]
As it is seen here, \( r = 1, \tau = 2, \sigma = 1, M_1 = 2, M_2 = 5, N_1 = \frac{1}{2}, N_2 = 1 \) and \( R(t) = \frac{1}{10}, P(t) = e^{10t} + \frac{1}{2}, Q(t) = \frac{1}{2} \). It is easy to calculate that (3) holds with
\[
5 \frac{1}{10} + 1 \frac{1}{2} \int_{t-1}^{t} ds = 1
\]
and (15) holds with
\[
\liminf_{t \to \infty} \int_{t}^{\infty} e^{10s} ds > 1.
\]
Also, \( M_1 N_1 N_2^{-1} \geq 1 \) and \( \frac{1}{10} e^{10t} \geq e^{10(t-1)} \) holds. So, all conditions of Theorem 1 are satisfied thus every solution of (20) oscillates.

REFERENCES


